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Synthesis of feedback-based design concepts for sensors

We explore an approach to synthesize conceptscli#dsa of sensors, where a quantity is
sensed indirectly after nullifying its effect byimg negative feedback. These sensors use
negative feedback to increase the dynamic ranggmefation without compromising the
sensitivity and resolution. The synthesis techniquees knowledge about existing
phenomena to come up with an approach to synthesizeepts of sensors and also study
their interactions with their surroundings, so agénerate robust designs. The approach
uses a database of building blocks which are baseghysical laws and effects that
capture the transduction rules underlying the wagkprinciples of sensors. A simplified
variant of the SAPPhIRE model of causality, whitépauses physical laws and effects,
has been adapted to represent the building bldBR®PhIRE model had been used
earlier to understand analysis and synthesis ofemtnal designs. We have adapted it
here for automated generation of concepts. Thelhowof the approach lies in the way
and the ease with which it constructs a graph wisch super-set of the concept-space.
The individual concepts are extracted out of thapbrat a later point in time. The
extraction of the concepts is done by using a nexdlibreadth-first search algorithm
which detects loops in the graph. The usage ofdbhefirst search algorithm for loop
detection is novel, as we have demonstrated thegrforms better than depth-first search
algorithm for the specific problem. The technigwes bbeen implemented as a web-based
application. For the sensor problems attemptedjraber of existing patents were found
that were based on the concepts that were genebgtétle synthesis algorithm, thus
emphasizing the usefulness of the designs produdesltool generated 35 concepts for
accelerometers, out of which 2 concepts were faormhtents. The synthesis approach
also proposed new, feasible sensor concepts, theraticating its potential as a
stimulator for enhancing creativity of designersitémated generation of feedback-based
sensor designs is a novel outcome of this approach.

Keywords: conceptual design; computational desygrthesis; functional modelling;

indirect-sensing; closed loop;

1. Introduction

Market research predicts high demand for sensorthénnear future (Wintergreen Research 2014,
Freedonia Inc. 2015; Transparency Market Resea&h)2 To have a competitive edge, businesses need
to be able to offer a variety of sensor designs aed push them to the market in the shortest plessi
time (George Stalk 1988; Thusu 2011). This reseaddiresses this aspect by providing a support to
assist the sensor designers for a fast generatiavariety of sensor design concepts.

Sensor designing process involves significant miareifort, along with past experience
(Mukherjee and Fedder 1997; Antonsson and Cagah)2Darring the process of designing, the phase in
which concepts are developed is called the coneéplesign phase (Pahl and Beitz 1996). Researchers
have observed that the number of concepts exploasda positive influence on the variety of solusion
produced (Cavallucci 2002; Srinivasan and Chakitali2009; Srinivasan and Chakrabarti 2010).
However, manual exploration of a large concept-sdacnot possible. Various approaches for concept
generation have been proposed by researchers. Gemifased conceptual design synthesis is an area of
research that focuses on approaches to computbyicngport fast generation and exploration of the
concept-space; a concept-space is a set of aleptsmfor the solutions of a problem. An overviewttod
computer-based design synthesis research is alailab(Chakrabarti et al. 2011). In this research,
computer-based design synthesis technique is osachieve the above mentioned goals.

One approach that a number of researchers (Chakiralnd Bligh 1996; Zavbi and Duhovnik
2000; Nagel et al. 2007; Srinivasan and Chakral20fi9) have adopted is to use physical laws and
effects as building-blocks to generate conceptss phper adapts this approach — building-block-thase
synthesis using physical effects — for conceptesighs of sensors. In particular, it focuses otaascof
sensors that use negative feedback to increasgyttemic range of operation without compromising the
sensitivity and resolution (Krishnan et al. 201P¢edback sensors are an important class of sensors.
According to market research the market share efifack (i.e. closed-loop) sensors is increasing and



will be more than that of direct (i.e. open-log@nsors by 2020 (marketsandmarkets.com 2015). One
such sensor is discussed next.

A force-balanced capacitive accelerometer, as showkig. 1, is an example of a feedback-
based sensor. Here, the acceleration induced deplent of the proof-mass, as shown in Fig. 2, is
nullified by applying electrostatic force created e balancing combs. The electrical voltage ® th
feedback combs is correlated to the acceleratidmetmmeasured. The feedback sensing mechanism uses
the capacitance of the sensing combs to sensagblacement of the proof-mass. In contrast to {ene
loop accelerometer where the sensitivity (masfistis) and resonance frequency (square root of
stiffness over mass) oppose each other, in theefloatanced accelerometer both sensitivity and
resonance frequency can be independently tuned.

The specific objective of this paper is to devebsupport for designers, to automatically
generate concepts of feedback sensors and expler. tThe intention is not to automate the entire
design process, but to use the power of automatiamprove the variety of the concepts exploredhsy
designers at the early stage of the design pro&ésse loop is an inherent part in any feedbackaetas
shown in Fig. 2), loops play an important role ity feedback sensor synthesis algorithm.
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Fig. 1 Schematic of a force-balanced capacitive accelerometer
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Fig. 2 Simulink (MathWorks Inc. 2015) representation of the block-diagram of the feedback principle

1.1. Related research

According to existing literature, computer-aidednceptual design research has adopted two broad
approaches; one is the analogy-based approacthanathier is the synthesis-based approach. Analogy-
based approach can be classified into two categocise-based (Goel et al. 1997; Watson and Perera
1997; Prabhakar and Goel 1998; Han and Lee 2006s b al. 2012; Maher and Pu 2014) and bio-
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inspired (Chakrabarti et al. 2005; Vattam et aD&0Wilson et al. 2009; Nagel and Stone 2012; Goel

al. 2013) designs. In both the analogy-based appesa new designs are created by using knowledge
from past designs. Existing designs are alteretidet the design requirements of a new problenhelf t
existing design comes from a biological systemisitcalled bio-inspired design; case-based design
primarily focuses on engineering systems as caseadaptation. It is observed that solutions preduc
by using the analogy-based approach often haveas towards familiar solution principles (Schmitt
1993) and as such, might lack variety, although thay not always be the case.

Synthesis-based approach can be classified intcategories: function-based (Chakrabarti and
Bligh 1994; Malmgqyvist et al. 1996; Liu et al. 2004dirtz et al. 2002; Zhou et al. 2002; Bryant et2405)
and grammar-based (Hsiao and Chen 1997; PeysakitbRegli 2003; Wojnarowski et al. 2006; Helms
et al. 2009; Kurtoglu et al. 2010) synthesis. Indtion-based synthesis, a functional model is psedp
and then the model is used to develop solutiongrémmar-based synthesis, the focus is to develop a
formal grammar with a set of rules that can tharoaca design vocabulary to transform an initisdige
into a variety of new designs. The grammar is basedhe state of the system (Schmidt et al. 2000;
Campbell et al. 2009) and as such, may or may an¢ An underlying function or physical effect.

A number of researchers have used physical laws#edts as basic building blocks to develop
functional models (Chakrabarti and Bligh 1996; Zieatd Duhovnik 2000; Chakrabarti and Regno 2001;
Zavbi and Rihtarsic 2010; Rihtarsic et al. 2012)isTapproach often generates solution principlel wi
greater variety, but occasionally ends up with enber of unrealistic solution principles. Accorditw
Chen et al. (2013) the reason for this is impraperesentation of physical quantities; Chen ef24113)
have reported some progress in this direction Bo@&ating a flexible set of attributes to physical
quantities.

In TRIZ methodology (Cavallucci 2002; llevbare £t2013; Yan et al. 2014), physical laws and
effects were used in the form of a catalogue tgsrtgnnovative thinking. However, they have noebe
used for automated generation of concepts. CamfiBaihpbell et al. 1999; Campbell 2000) developed a
procedure to synthesize electro-mechanical devisi#sy agents and also facilitated their quantigativ
evaluation using a catalogue of standard componkatgever, no feedback-based designs were reported.
Bond graph technique was used by researchers faepb generation (Bracewell et al. 1993; Bracewell
et al. 2001; Wu et al. 2008). Since bond graphnigke only deals with energy-based physical lats, i
cannot support relations which are based on sigr&sthesis of sensors by using function-based
building blocks have also been reported (Zhou e2@02). But they were much restricted to a given
topology.

Various researchers have used graph grammarsritnesis (Starling and Shea 2005; Kurtoglu
et al. 2006; Campbell et al. 2009; Helms et al.20Qrtoglu et al. 2010; Koenigseder et al. 20T3)ey
used grammar rules to generate new solution piesiput did not report any feedback-based concepts
In graph grammar technique, often a network istegavith each node of the network representing a
state or a concept (Koenigseder et al. 2015) ardlittks connecting these nodes representing the
grammatical rules. The network represents the quecgpace. The concept space may or may not be of
finite size.

In all the reported cases, an exhaustive setidi solution principles or concepts would form
the concept-space. However, generation of all Emlyirinciples is expensive, even though use ofigspe
algorithms such as bi-directional search makesritesvhat tolerable for smaller problems (Chakrabarti
2001). The approach presented in this paper diffignsificantly from all previous works because tSf i
ability to construct a finite graph corresponding the concept-space ahead of finding individual
concepts. By constructing the concept-space aliealilhig a concept is much easier than using aleoth
techniques as mentioned in the literature.

In this research we view sensors as a system #mbe modelled as an input-output network.
Among all the approaches that supports this viearfeund SAPPhIRE (i.eState-change, Action, Parts,
Phenomenon, Inputs, oRgans and Effect) (Chakrabarti et al. 2005) model of causality ® imost
appropriate for our research problem. SAPPhIRE psgsical laws and effects as building blocks (see
Appendix-A for more details) and can be represeatedn input-output network. Analysis and synthesis
of conceptual designs can both be explained udiig model (Srinivasan and Chakrabarti 2009).
According to Chakrabarti et al. (2013), SAPPhIREdelocan be used to capture different views of
function within a generic model of design; functiexists at the various outcome levels of abstraatio
the SAPPhIRE model. Thus, different views of fuostiexpressed in models like function-behavior-
structure (Gero and Neill 1998) and structure-barafunction (Goel et al. 2009) also map into the
SAPPhIRE model. Sensors are a class of devicescémbe viewed as systems having functions that
occupy the effect level of the SAPPhIRE model. Thlaysithesis of sensors by using SAPPhIRE model is
possible. Although SAPPhIRE model is promisingwés never used before to describe or synthesize
designs with feedback or to support quantitativalysis, where the magnitude of the changes produced
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by a solution principle could be estimated as péarsynthesis. In order to support these, a singalifi
version of SAPPhIRE model called SAPPhIRE-lite ywagposed (Sarkar et al. 2015a). In this research,
we use this as the model for constructing the dldlocks to synthesize conceptual designs. Betdil
these two models are given in Appendix-A and Appeid

1.2. Proposed approach for synthesis

In this paper, a unique approach has been proptusefficiently develop a comprehensive set of
interesting (explained in section 6) solution pijites with feedback. The technique takes an alstrac
view of the world in which phenomenon plays an img@ot role. Phenomena cause interactions between
components and thus change their states. If weadlddistic view of the system with its environmenée

can better understand the possible desired andsinadenteractions between them. The paper presents
way to capture the functioning of a system alonghwis interactions with the environment. In this
research, we have constructed a graph of all ictiegphenomena (explained in section-4.5) and have
used it to synthesize sensor concepts. We havethiseaipproach to design concepts of sensors adg st
their robustness against un-desired interactiaoms the environment. However, in this paper, theias

on synthesizing feedback sensor concepts usingettimique.

The proposed approach achieves this in five st@pst proposes a representation for sensor
concepts; (ii) it adapts a suitable model to capthe building blocks corresponding to the represam;

(iii) it constructs a directed graph using the 8img blocks in linear-time; the graph corresporalsat
super-set of concept-spaces for all types of sertbat we can generate; it also represents aliaictiag
phenomena between a system and its surrounding$o(ia given specification of the intended sengor
selects concepts, which are represented as pattige idirected graph, ranked with respect to a cost
associated with the path; (v) it uses heuristiesub avoid un-interesting concepts from being oerd.

The use of heuristic rules to remove un-interessofutions is an attempt to overcome the
limitations of physical-law-based building-block mpach as mentioned by Chen et al. (2013). The
approach looks similar to graph grammar-based agpes, but it is far more constrained than graph-
grammar approaches since it allows only one loog path, and all rules used are of physical raiatio
whereas, graph grammar rules may be defined forpaygical or abstract state. In graph grammar each
node represents a unique concept, whereas, a ddaagappped to a path in the proposed approach. The
aim is to support designers of sensors to expldeege concept-space, thereby increasing their adsman
of developing solutions of greater novelty anditytil

In the following sections, we first present a reygrgation for sensors, followed by models used
to capture the representation in the form of bogdblocks; this is followed by a database of buaidi
blocks and the formation of a graph representisger-set of concept-spaces for a number of sensors
The synthesis algorithm is presented next, followmsdthe validation and discussion. Finally, we
conclude by summarizing the findings and the insigiained.

2. Representation

Sensor is a system which senses a quantity ofesttevithout significantly disturbing it, and expses
the properties of the quantity sensed in termsefgroperties of another quantity. We representaen
using an input-output model. The property of theuinquantity, which is of our interest, is measuired
terms of the property of interest belonging to dgput quantity. A sensor might have multiple irgpahd
outputs. For sensing, one of the inputs would behef quantity to be sensed. During the process of
sensing, all other inputs are assumed to be cdandtahe other input quantities also change du¢h®
change of the sensed input quantity, we get a Bddisensor. There can be more than one output
quantity. We can choose a suitable output quarifitye do not get the desired output quantity, wighn
try to cascade more than one sensor with diffeirgnits and outputs to transform the output quantity
the desired one.

In the next section, we shall discuss about theahaded to capture this representation of a
sensor and use that to form building blocks fortlsgsis.



3. Model for building blocks

SAPPhIRE-lite, the model used for building blockss introduced four modifications to SAPPhIRE
model: (a) the model is enhanced to focus on tlaweas that are relevant for computational sensor
synthesis; (b) to capture complex scenarios, itcatgnates multiple SAPPhIRE models; (c) it uses
measurable quantities that undergo change in thesearios; and (d) it makes a distinction between
logical and quantitative attributes. The differebegween the two models is explained in Appendix-C
The model is explained by using the exampld @ble 1. Here the input and output quantities
are presented and their corresponding magnituéeepresented by using algebraic symbols (see 3ines
10). The output quantties are related to the inguantities by a relation (see line 1) that is
mathematically expressed as an equation (see lipeThe condition for the activation of the relatiis
captured by using a set of predicates. The prexficate presented in lines 15-17. The condition here
states that a solenoid is required for the relatiiohe active. Here solenoid is a conceptual siracfsee
line 14) that can be realized by using real comptmbke a coil and air (see line 19). The stasadibes
the observed changes of the parameters of thensysee line 20). The phenomenon is the interaction
between the system and its surroundings. Here miadiedd and electrical current is exchanged bemwe
them (see lines 21-22). The overall intent woulddproduce a magnetic field. This interpretatiéhe
observable state change is captured as actionifise23).

Table1 A textual representation of a SAPPhIRE-lite ins&an

01  Relation: Ampere's Law

03  Inputs Quantities:
04 Length of solenoid (L)

05 Number of turns of solenoid (N)
06 Electric current (i)

07 Permeability (mu)

08

09  Output Quantities:
10 Magnetic Flux density (B)

11 Equation: B - iN/L *mu =0

12

13  Condition:

14 Conceptual structure : Solenoid

15 Predicates:

16 Has Finite Electrical conductance = true
17 Has Air as Dielectric = true

18

19  Components: Coail, Air

20  States: No Magnetic Field present --> MagneittdMpresent
21 Phenomenon:

22 Magnetic Field, Electrical Current

23 Action: Electrical Current produces magnetitdfie

4. Database

To aid in the synthesis process, we developed @daé of building blocks. Known physical laws are
modelled and populated in the database. The datalmasists of two portions: gersistent database and
arun-time database. Thpersistent database is compact and is ideal for storage rmam3gortation. It is
used as a template to build then-time database.

4.1. Persistent Database

The persistent database contains a set of models of known pHysétations decomposed into sets of
guantities, conditions, conditional attributes aethtions. It captures information in textual forfor
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synthesis, we do not need all the entities of tloeleh So thepersistent database is populated with a
subset of these entities. In Fig. 3, we see a vigpaesentation of the information stored in pleesi stent
database. A relation contains reference to thetiapd output quantities. Each input and output ttyan
has an associatesymbol for representing them in the mathematical equafmmthe relation. The
equation is represented using thg key and is associated with the output quantiterehcould be
multiple outputs for a relation. Each relation resost attribute associated with it; it also has an
associated condition.

Input State
Quantities

( Quantity \ ( Quantity \
{ Electrical Resistance ) { Electric Potential Diff

: Relation

Conditions Ohm's Law
Chgt 1
( Conditional Attribute h Oy - I -
= T o Desc | Ob's Law of Electricity
isBlackByx | false
Nm l Filllle Elk ical Resi AY l 0
Desc | Material has finite electrical resi: s
( condAwType |  HasNQProperty Inputs = =

v

o Eqn sym
utput

Outpu State

Quarjtities

( Quantity

Electric Current
Desc | Flow of charge between bodies
domain | Electrical

Condition

Electrical Resistance

T isVector [ false
Property = isNonNeg I false
sA ]
__ aliasGrp |

Fig. 3 Visualization of the data structures in the persistent database

A quantity may have an inheritance hierarchy; tttebaite isA is used for this purpose. A
guantity may also have multiple names; all of thara expressed as quantities and grouped together
using thealiasGrp attribute. In the figure, we have shown the dstiil a single quantity; all quantities
have similar structures. The quantities in the loée are currently from multiple domains: mechdnica
(solid and fluid), electrical, magnetic, thermaptioal, chemical, radiation, acoustic, nuclear gaderal.
For sensors domains play an important role andmiging inter-domain transitions is recommended.

Condition is captured as a set of predicates usiregproperty attribute; the name of the
condition is used to describe a conceptual stractoonditions may exhibit inheritance hierarchyngsi
theisA attribute. The persistence database uses texpedgentation to store this information. There are
some more attributes to describe the quantity enproperties.

Cost is an implementation-specific attribute. Thstcattribute of a relation is a way to rank
concepts (see section 5.3). Optimizing the overalit is a design goal. In order to facilitate that,
typically, each relation has unity cost associateth it. To capture inheritance hierarchy among
quantities, and to represent quantities with midtgynonyms, cost with value of zero is used, sthese
relations are reinterpretation of the same quafgity. displacement resulting in a change of pasjti

4.2. Run-time Database

The model maps the output quantities to the inpiintjties with the help of some relations. Sincéhbo
inputs and outputs are quantities, and a relatit® @& a mapping function, we can see that therénar
distinct sets here: a set is of quantiti§&T,) and a set of relationsSET;). A relation that belongs to
SETg, maps one or more input quantities to one or nooitput quantities. Also, a quantity may act as



input for some relations and it can also act apuiuior some other relations. Hence, we see thaiden
any two quantities oSET, there is no direct association; all associatiorgsthrough an intermediate
relation which belongs tSET,. Similarly, there is no direct association betwega relations belonging
to SET, all associations involve an intermediate quartigt belongs t6ET,. In graph-theory parlance,
SET, andSETy form abi-partite graph if we use edges to represent the associationsHiged). The
run-time database implements thé-partite graph using data structures of the underlying computing
language.

In the following sections, we shall explain how thedel and theun-time database fits into a
real system. We also interpret the meaning ofrtinetime database. The synthesis algorithm will also be
introduced gradually over the next couple of sextio
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Fig. 4 Understanding the formation of the bi-partite graph in the database

4.3. Systemic view

A system is viewed as a hierarchical tree of coraptg&y Some component nodes of the tree are atdfie |
level and others are not. A non-leaf node compoheastan associated sub-tree of components. We can
see that at each of the non-leaf nodes of the tiheee exists some form of a relation that bind$iéd
component node to its parent component node. Sysh d@f relations can be expressed in the model.
Hence, each component has in it some of the entifieche model. A closer look reveals that eachenod
can have one or more models with entities like titiaa from a node associated with entities like
relations in another node. Thus it can be concludatleach component node has a subset olLithéme
database object that we have introduced before.

A relation can have inputs that come from the coneps located at the same or different level
with respect to itself; i.e., for a relation locdtat leveln, the inputs can come from levelwherek can
ben, less tham, or more tham. A vector quantity can flow across component bauigs. As such, for a
relation that has input quantities that are vectitiere can be multiple variants of the relationatce care
of the different combinations of the inputs comfngm components of different levels. So, here we ar
introducing the need to have multiple variants oélation in therun-time database.

4.4. Min-system

We have seen that in each component of the comptreen a subset of thein-time database exists. In
this section we shall see how to build the-time database for a system under design.

For synthesizing a system, the proposed synthégsithm starts with an initial size of the
component tree. A system needs a minimum of thnéiéies: surrounding, interconnection layer and a
component; i.e. a component tree of three levels.c@ll this component tree of the system asntire
system. For building bigger systems, taller componentdranay also be used. For the synthesis
algorithm, the height of the component tree is ifigorable parameter.

To build therun-time database, we populate all components ofnttresystem with the entities
from thepersistent database using directed edges to represent thetidim of causal flow. This creates a
bi-partite directed graph within threin-system. The generated graph is the desired-time database for
this min-system. While populating the relations in a componenthafmin-system, one has to see that the



relation is compatible to that particular componastfar as its required input and output quantiies
concerned.

4.5. Super -set of Concept-spaces

Let us see what is the physical interpretatiorhefgraph represented by the-time database. The graph
that is constructed inside then-time database links all possible physical relationsgislirected edges.

If we take a path that connects two quantities,cam see that the path has alternate nodes which are
quantities and relations because of bhgartite nature of the graph. So a path, in fact, signifieset of
transduction rules that would transform one qugimito another. This is, in fact, a conceptual gesif a
sensor. If we include all the possible paths betweeo quantities (say), and Q,), we shall get all
possible concepts to sense the quatjtyn terms ofQ,. So the graph captures all possible concepts of a
sensor, subject to the size of the database. Theispncept-space of a sensor is a sub-graph of this
partite graph. Since this graph can be used to synthesiey types of sensors, itassuper-set of many
concept-spaces belonging to many sensors. We constructed thiphgia linear time, i.e., it has time
complexity of0(n).

If we try to position this idea with respect tohet concept exploration techniques, e.g.
functional composition or graph grammar, we seedhather techniques have difficulty in explorittee
concepts because of the presence of loops. Thegray, end up with a loop and hence the number of
concepts are infinite and the same set of functibleeks or grammar rules are repeated indefinites.

In the later section, we shall use this global viewadd constraints into our search algorithm and f
concepts without running to infinity. Our approdeéis decoupledoncept-space building activity from
that of concept finding. Now to generate concept® has to look into theoncept-space and select
solutions instead of finding solutions. So, thalgof the synthesis algorithm is to find pathshisti-
partite graph that connects the input quantity to somé&etksuantity following a predefined topology.

In the next section, we will propose a synthesgordihm that selects concepts from thie

partite graph.

5. Concept generation

We have developed a tool (see Section-7), whichbeansed to generate two types of sensor concepts.
For the first type, the user specifies both theutnand the output quantities; the designs generated
referred to aglirect sensing designs (Sarkar et al. 2015a), convert the inpuhé output. In the second
type, the user only specifies the input quantityd &edback is used to nullify the change causethby
input quantity that is being sensed; these arereld¢o afeedback sensing designs (Sarkar et al. 2015b).
The focus of this paper is on supporting synthesiteedback sensing concepts.

5.1. Feedback sensing designs

As mentioned in Section-1, all feedback sensorstrhase loops. In this type of designs, the user
specifies the input quantity, and the algorithnrskes through thenin-system for all paths that lead to a
feedback loop. It should be a negative feedbaakake this solution practically useful. If the qugnt
that is fed back is a vector, the designer canlyeastate a configuration with negative feedback by
reversing the direction; for scalar quantities, ljatve or quantitative analysis needs to be dimnsee if
negative feedback would be possible. The struatfifeedback sensing is shown in Fig. 5; the refetio
are represented using squares and quantities bg.oMae sensed quantity is of tyg and has a
magnitudeV. After a series of transductions, the sensed @yagéts converted into typ®1 and of
magnitudeV0. The magnitude of quanti®l1 can be related tQ0 using the relatiog(V). The feedback
magnitude isV1 and the resulting quantity is of magnitud@. The feedback logic uses a series of
transductions to generate the feedback quantitysaegpressed by the relatifiv2). If the input quantity
QO does not change during the time of the measurerttenfeedback quantity might be able to catch up
with the magnitude/O and nullify V2. At steady statey2 is null and/1 = —V0. The quantityQ2 is
controlled by feedback to indirectly track the ihpguantityQ0. SoV3 i.e. the magnitude dd2, can be
used to measui@0.
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Fig. 5 Structure of a feedback sensor
5.2. Loop detection algorithm

In this section we describe the loop detection riigm for feedback sensor synthesis. As discuseed i
Section-5.1, feedback sensors must have loops; teipction is a critical part of this algorithm.
Generally,depth-first search is the ideal algorithm for detecting loops exhaety in a directed graph. In
case ofdepth-first search, the child nodes are explored ahead of the pedegi@nd loops are detected by
colouring the nodes traversed from the root, he.dtart node, to the destination node. In suchlenas
time is typically not a constraint since exhausiess is sought. However, loop detection problem in
feedback sensor synthesis is different. Since dod tof which synthesis is a part, is meant to be
interactive for users to explore a variety of siolug as these get produced automatically by théhegis
algorithm, it is time, rather than exhaustivendkat is the main constraint. So the synthesis dhgor
should provide a relatively small number of consegit high variety that can be explored in reasamabl
time by the userDepth-first search is not practically feasible under such constraimten the graph is
even moderately big. What is needed is a form afcdghat helps in discovering loops by exploring all
alternative paths while also keeping the deptthefsearch to the minimum.

We used a variant obreadth-first-search algorithm calledbreadth-first-search-loop-finder
which preserves the path information from the made and helps in detecting loops. Thus, we imdorte
the loop detection mechanism frasepth-first-search into breadth-first-search. Breadth-first search is
not the ideal algorithm for finding loops becaudettte space overheads. But we shall see in the
subsequent sections that under added constraintariefty, path length and timéreadth-first-search-
loop-finder algorithm performs better thatepth-first search.

Table 2 shows the pseudo-code for theeadth-first-search-loop-finder algorithm. The
algorithm uses a queue (see line 4) to explorpedl nodes ahead of exploring the children nodes. T
path information corresponding to each node isdavarray attributes associated to the node luattéwl
in the queue (see lines 9-22). The algorithm sedinthe edges and as such, may scan a node multiple
times. So preserving path information outside theenis useful. The path information is propagatethf
the parent node to the child node when the chilterie explored (see lines 36-47). In order to fowps,
the nodes located in the path from the root is kb@dsee line 34). When a loop is found, the path
information is returned (see line 52). The numkbfedesired paths is also taken into account to ttep
algorithm (see line 27 and line 50).

Table 2 Pseudo-code for breadth-first-search-loop-finder

01  // bfs with support for loop detection

02 function bfsLoopFinder (Graph, maxLoops) {
03 /I Take a queue data structure

04 var a = Queue()
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05 /I extract the root of the graph

06 var m = Graph.root

07 /I initialize an array for storing the edges from
08 /I the root to the node

09 var pathEdges =[]

10 /I initialize an array for storing the nodes from
11 /I the root to the node

12 var pathNodes =[]

13 /I add the root node to the path of nodes

14 pathNodes.push(m)

15 /I nodes information

16 var nodelnfo = {

17 ‘node”: m,

18 ‘pathNodes": pathNodes,

19 '‘pathNodes' : pathNodes

20

21 /I add the node information to the queue

22 a.enqueue(nodelnfo)

23 /I list of paths to be returned

24 loopPathEdges =[]
25 while(s = a.dequeue()) {

26 /'loop as long as there is some node in the queue

27 if (maxLoops > 0){

28 /I restrict the number of loops what we are to_ find
29 for each out bound edge e from s.nod ef{
30 /I destination node for edge e

31 var n = e.destination

32 /I we need to find loops. Check that the node
33 /I doesn't occur in the path

34 if (s.pathNodes.indexOf(n) == -1 ){
35 /I preserve the path information

36 var pathEdges = s.pathEdges

37 pathEdges.push(e)

38 var pathNodes = s.pathNodes

39 pathNodes.push(n)

40 /I nodes information

41 var nodelnfo = {

42 ‘node”: m,

43 ‘pathNodes": pathNodes,

44 '‘pathNodes' : pathNodes

45 }

46 /Il preserve the node information in the queue
47 a.enqueue(nodelnfo)

48 }else {

49 /I we have a loop

50 maxLoops = maxLoops - 1

51 /I return the.path information

52 loopPathEdges.push(n.pathEdg es)
53 }

54 }

55 }else {

56 break

57 }

58 }

59 return loopPathEdges

60

The algorithm loops for all outgoing edges; its starase complexity is dependent upon the type
of graph and also on the number of solutions reguiFor a simple tree, the complexity is lineathe
number of edgeé& (|E|). But for arbitrary graphs, it has space complegit@ (n®) and time complexity
of 0(n?), which makes it worse thatepth-first-search that has linear space complexityn) and time
complexity of0(n?). But for practical graphs, the complexity can betaled by limiting the number of
concepts required. We shall see in the later sextioat on averagéreadth-first-search-loop-finder will
produce shorter path based concepts much ahedgptbtfirst-search; thus thebreadth-first-search-loop-
finder algorithm will turn out to be much better for ptiaal applications.

In the following sections, we will see some of fiwst processing activities associated with the
set of concepts produced.

5.3. Ranking

Each generated concept is ranked with respectemterall cost associated to its path in hgartite
graph. Each node in the graph has a cost attriblddes which capture mapping between two quantities
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which are synonyms have a cost of zero; rest ahthave a cost of one. The overall cost signifies th
number of times energy transformation occurs angiaah transformation is associated with some energy
loss and some degradation of the signal, minimigiegoverall cost is a design goal. So shortdigpate
generally preferred. This technique gives a singdémate about the quality of the concept produced
without going deep into any quantitative analysis.

Once we filter concepts based on the path costpass them through further filters that try to
capture some of the rationale used by humans telole\a good concept. The next section discusses the
filters.

6. Filtering of concepts

We assume a concept uminteresting when one of the following occurs: (a) if thererépetition of
relations or quantities in the solution principgerd (b) if there are too many domain transitionsthBhe
cases lead to inefficient designs, and therefame,aasumed to beninteresting solutions. Limiting the
number ofuninteresting solution principles is a challenge for the synihepproach.

We use filters based on heuristics to disaamehteresting solutions. We have adopted filters to
avoid (a) duplicate relation, (b) duplicate quantind (c) domain loop. Here, the scope of a rafaiso
expanded by using a combined set of input and owpantities. With this approach, relations that ar
similar to one another but not exactly matchingadse avoided. Also, by filtering out solution miples
with duplicate quantities, long solution principlegiich might have unwanted loops can be avoided.
Apart from these filters, the approach can suppset-interactive filtering of concepts based oatiehs
as additional constraints.

Often a feedback path involves some electronicactively control the fed back signal and to
interpret the measured quantity in terms of thessémuantity. To facilitate this, there is an addil
filter to select only solutions that have electrivaltage €lectric-potential-diff) as a quantity in the
feedback loop.

In the next section, we discuss a software impldaiem of the algorithm as a tool for
supporting automated synthesis of feedback sensocepts. The algorithm’s complexity analysis is
available in Appendix-E.

7. Softwaretool - SyCd

An interactive web-based tool, named as SySuathesis of Conceptual designs) (Sarkar 2015), has been
developed using the algorithms described earliethis paper. It has a pictorial representationhef t
graph that shows a sensor concept in terms of tBegmena used in the transduction of its inpuitsto
outputs. The database currently has 169 relatindsla7 quantities, which together captures 10 dosnai
The tool uses these technologies: HTML5, CSS, S¥wascript libraries (AngularJS, d3 and jQuery),
MongoDb and web sockets. It has a server thatstbheedatabase of building blocks.

To generate a feedback sensor concept by usingpthhethe user has to first enter the input
quantity that is to be sensed. The tool then disptanumber of possible concepts for the user tosd
from. For easy comprehension, the search resudtpmsented to the user after grouping them under
three categories: domain view, relation view andiceptual-structure view. Each view divides the
complete set of solutions into disjoint sub-setemain-view is of importance for sensors. A solution
principle might span across multiple domains. Deoaisnaking is easy when solutions are classified
based on the number of domains. In relation-viéw,dolutions are grouped according to the ordénef
relations in the solution principle. This is usefuten comparing a group of solution principles wath
existing sensor concept. The conceptual-structige-groups solution principles with respect to Het
of conceptual structures that they use. This halgesigner to choose concepts based on conceptual
structures. The user can also use relation-bakedsffor viewing only a specific type of concepie
user can short list a handful of interesting coteemd then go to the analysis phase. In the amalys
phase the user can investigate each concept andaradetailed study of each concept with respect t
other criteria. We shall not discuss about theymmphase here as it is beyond the scope of therpa

The process of populating the database has sorfieutfies. The database needs relations to
capture the multiple views of the system. For eXemfp capture Coulomb’s law of electrical force
between charged bodies in each of its possibleat&oisns, one has to view the force from eithethef
charged-bodies. The other charged body may be a&sstonbe in the surroundings or embedded as a
child component. So there has to be two instant¢seolaw in the database so as to capture these tw
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viewpoints. This is similar to the conceptlofowledge twisting as mentioned in (Zavbi 2003; Zavbi and
Rihtarsic 2010).

The next section presents a validation of the aggrawith respect to the quality of concepts
produced.

8. Validation

Validation focuses on the evaluation of the quatitythe solutions generated by the tool, basedoon f
criteria: (a) comprehensiveness of the solutionsdpced along with quality, (b) practicality of the
concepts generated, (c) novelty of the concepts,(dpthe time required to generate a set of cascep
The following sections provide details about thédadion process.

To meet the comprehensiveness criteria, we nesdéddhat the number of generated concepts
are many, even after the un-interesting concemsemoved. For this, we can take the example of an
accelerometer. The tool generated 35 conceptscf@lerometer out of which patents were found based
on 2 concepts. So, there are 33 concepts for whatpatents were found. We argue that these 33
concepts should act as stimuli for the designeteteelop sensors which will be new and interestihgs
enhancing the designer’s creativity. Given the fhett 2 concepts of accelerometer were available as
patents, we argue that this is a potential evidénaethe concepts generated are practically rateVde
further argue that the remaining 33 concepts hatenpial to produce novel concepts of sensors as we
could not see any existing patents for the sameSdation 8.1, we will see some of the concepts
generated by the tool. In Appendix-C, we have asrmple to explain the process of comparing a patent
with the generated concepts.

To validate that the set of concepts generatedamteenough to help the designer during the
design process, we can see the performance ofghdtam in comparison with that of existing standla
algorithms and see the superiority in the proposgproach. Section 8.2 details the results of such a
comparison.

8.1. Results

In Fig. 6, concept of an accelerometer synthesimedg this algorithm is shown. Acceleration is sghs
by a mass that converts it to a body force. Theef@xerted causes stress, leading to strain. Tai@ &
sensed by a strain gauge which uses an interfeepyibtis causing some phase shift to a light wAne.
optical detector is used to sense the standing svénag are produced due to the phase shift and gine
electric potential difference as output. The elegiotential difference drives a phase shifterubify the
interference patterns, thus creating a feedbacke,Hbe input acceleration can be measured in tefms
the electrical potential difference. To drive thepe shifter, the electrical potential needs tarbglified;
thus external electronic circuit is necessary tetain the feedback loop. We found that US patent
US4900918A has implemented this concept.
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Fig. 6 Synthesised feedback sensor concept of an accelerometer that is similar to patent US4900918A
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Fig. 7 Synthesised feedback sensor concept of an accelerometer that is similar to patent US6575029

Another example of an accelerometer concept thes tesedback is shown in Fig. 7. Here, the
body experiences acceleration and exerts the mgulbrce on a spring, causing displacement. The
displacement alters the value of position, in teohs change of capacitance, in a position sersar t
uses a capacitor. The changed capacitance procucedectric signal gectric-potential-diff) for an
external feedback circuit to process. The extefeadiback circuit produces a feedback signal toifgull
the force on the body by using Lorentz’s force. ofend that US patent US6757029 has implemented
this concept.

In Fig. 8, the synthesised concept correspondirteédorce-balanced accelerometer in Fig. 1 is
presented. Here, the sensing path, frimmce to electric-potential-diff corresponds to the capacitive
sensing comb and the path fraectric-potential-diff to force corresponds to the capacitive feedback
comb. The electronic control logic will be locatatctheel ectric-potential-diff node.

The synthesis tool produced 35 concepts for thiglacometer function. Patent search revealed
existence of patents corresponding to 2 concepts.
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Fig. 9 Synthesised feedback sensor concept of a soil moisture sensor with electronic feedback control

In Fig. 9, a synthesized concept for a soil-mogstsgnsor is presented. The presence of moisture
in soil alters its electrical conductivity, thusagtging its electrical resistance. The change iretaetrical
resistance is sensed by passing a constant etéatticcent to produce an electrical potential sigtie
electrical signal is passed to external feedbacirobcircuit; the output of the feedback controligives
a capacitor by altering its electric charge, thaigsing displacement to an attached gold-leaf elsctpe;

16



the displacement of the leaves of the electrosadanges the resistance of the potentiometer (i.e. a
variable resistor) which is formed by the positwfithe probes in the soil under test, thus nultifyihe
change in the electrical resistance of the soil.dsed-loop soil-moisture sensors designs have bee
reported yet in the literature (Jorapur et al. 3Gdbus to compare with.
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Fig. 10 Synthesised feedback sensor concept of a temperature sensor with electronic feedback control

In Fig. 10, a synthesised concept of a temperatemsor is presented. In this example,
temperature alters the resistance of a resistoctwisi made with piezo-resistive material. Theralie
resistance is sensed by passing a constant eleatrient and the generated electrical potentialagics
sent to an external feedback control circuit. Thepot of the feedback controller is used to drive a
capacitive force generator to exert force on thezgiresistor to alter its resistance, thus nuhifyits
effect. The existence of such a material is sultisti@ad in (Tung Thanh Bui et al. 2009).

In the next section, we study the performance efdlgorithm and the quality of the concepts
produced.

8.2. Perfor mance studies

We have measured the performance of the algorithderuvarious conditions to obtain insight into its
usability and superiority.

In Fig. 11 we have investigated the dependencehefexecution time and iteration on the
number of concepts desired. The trend shows expi@heén iterations and time with respect to the
number of solutions. Since the software is run dor@wser, the execution time is also dependent on
external factors, like the system load; it is nosgible to obtain memory usage information becadise
extensive use of application level cache, etc.

The performance of thiereadth-first-search-loop-finder algorithm is compared witbepth-first
search to demonstrate its superiority under the applicatf the constraints. In Fig. 12, a comparison is
made betweedepth-first-search andbreadth-first-search-loop-finder algorithms in terms of the average
length of solutions produced. As can be seen, vehgiven number of solutions are desired, iteadth-
first-search-loop-finder algorithm performs better thadepth-first-search; it produces much shorter
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solutions. It is not possible to generate and compath the same set of solutions depth-first-search
needs to first generate all solutions and thenagrthe solutions meeting the selection criteria.

In Fig. 13, the time difference for executionkbwéadth-first-search-loop-finder with depth-first-
search is plotted for different number of solutions. Narficular trend was observed barteadth-first-
search-loop-finder takes more time for generating the same numbeolofiens.
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Fig. 11 Empirical study of the breadth-first-search-loop-finder algorithm
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Fig. 12 Comparison between depth-first-search and breadth-first-search-loop-finder with respect to the average length of the
solutions
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9. Discussion

In this section we discuss the results and theptications.

The exponential growth in Fig. 11 is because ofrtheber of failed search attempts, and this
corroborates with the understanding of the algomitihe exact trend is not predictable as it depends
upon the distribution of the desired solutions he toncept-space. The comparative advantage of the
breadth-first-search-loop-finder, as shown in Fig. 12, supports the expected bebawibmore variety
with shorter solution length. For the same numbesotutions, even thougtiepth-first-search produces
much longer solutions, it might run faster thmeadth-first-search-loop-finder as seen in Fig. 13.

The significance of the contribution is in the regentation that makes it possible to generate
feedback sensors in much the same way direct seasoigenerated. Earlier work primarily employeal th
paradigm of constructing a sensor by concatendtinitfling blocks one at a time, until it found the
required output. Once the desired output is fodadher construction would be seen as a wastage of
effort and an inefficient approach, and thereformuld not be encouraged. However, this is precisely
what is required if a feedback sensor concept isetgenerated: the same quantity must be prodiuced a
least twice in the path, where these two quantitiast form a loop. What earlier work failed to se¢he
following. If individual sensors are seen as fragtseof an underlying network of phenomena, the
network would already contain the loops; thereftine, network would contain paths that represerotlir
sensor concepts, as well as paths that repressitdek sensor concepts. The representation ugaisin
work, therefore, converts the synthesis problem &graph traversal problem, where none of thesens
possibilities are prematurely eliminated.

The other advantage that the representation bigigs make the synthesis process far more
efficient. Since the network of phenomena is commoross all possible sensors that can be constructe
out of a given set of phenomena, the network neele constructed only once. The earlier, constinct
based paradigm would have to generate specificopsrof the network over and over again, each ime
new sensor had to be synthesized.

Automated generation of feedback sensor conceptisgsunique. We have demonstrated a way
to automatically synthesize feedback sensors. W tshown that the algorithm takes less time to
generate quality solutions. The solutions generatet comprehensive enough to potentially enhance a
designer’s creativity. This allows the designeeiplore a large concept-space in a short time.fake
exploration was possible because of lheadth-first-loop-finder algorithm. Since we have applied the
approach for feedback sensors, and feedback secmmrise a significant part of the sensor spaae (K
1996), this has the potential to extend the cajpploi the designer substantially.

The approach has a few limitations. Capturing égstelations with the building blocks is often
a challenging task. Improperly captured relationge gise to solution principles that are difficuts
visualize; so modifications are often required. Tdhesigner has to take care of the fact that only
functional relations are currently captured by thedel. For example, in case of a vibrating MEMS
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gyroscope, the vibrating body is intended to keegzk of the inertial reference frame. But such
interpretations cannot be represented by any ioptgut function. So such things cannot be easily
modelled. But the angular shift in the orientatairthe gyroscope with respect to the vibrating rexfiee
frame can be measured and hence can be captueefliastion and thus can be modelled. Similarly, the
effect of drag on the vibrating structure of theapgope can be modelled.

Even though the proposed model has a set of conditipredicates to deal with problems of
incompatibility, the current software did not ukern. There is no predicate processing mechanighein
current version of the software and as such, auioragoidance of uninteresting solution principles
sometimes not possible. Often some of the relattwasa function of scale, e.g. Van-der-Waals’ faece
effective when the distance is less than 10 nmhSuformation is available in the conditional preate
and is not currently processed by the software.réwgd implementation is required to alleviate the
above limitations so as to explore the full poteintf the model; this would be the focus of oumfet
work.

The conditions associated with a relation are flestuated during the embodiment design
phase, since the real magnitude and dimensioneofjtiantity is decided at that phase. Before tlaigest
all predictions are based on possibilities andua$ snay or may not happen in reality. Designersldiou
have to use their experience and design cataldgugsess suitable magnitudes of quantities thatdvou
be used in concept evaluation.

It is to noted that this paper is primarily on eogattion of concepts; therefore, the focus has been
on functionality, and those phenomena that cansee to fulfil this functionality. However, efficacyf a
sensor eventually lies not only in its phenomena diso on the way in which these phenomena are
embodied, i.e. in the form and layout of the comcdhe specific nature of the form and layout
determines how well the phenomenon are embodiedi wérether additional, unwanted phenomena, i.e.
side-effects, can be adequately prevented. Themetsare currently out of scope of this paperortier
to provide a more comprehensive support to the Idpweent of sensors beyond the conceptual stage,
these aspects need to be addressed.

The current software implementation did not expldhe possibilities of predicting the
characteristics of the components by using thefsptedicates in the conditions associated withoaleh
Such an endeavour would also help in developingppgy component-level decomposition and thus aid
in minimizing un-wanted effects. For a better dggiwn of the components, the geometric information
can be captured by using qualitative techniqueskéjae and Joe 1990; Mukerjee 1991). Automated
realization of components from a given prescripi®r research problem. The class of problemsctoat
be captured by the model is limited to those thateha functional relation between the inputs ard th
outputs. Thus, while selecting a problem to be eslioy this technique, one has to think in termthef
effect caused by the change of one quantity onrsethe

After the concepts are generated and presentdtetddsigner, the designer many accept some
of the concepts and proceed to the next step irdélsggn process, like quantitative analysis witmso
standard components or move into the embodimeigresase.

10. Summary

The paper presents a novel approach for automaedragtion of concepts for feedback-based sensor
designs. The algorithm to produce such conceptisisussed. The approach presents a unique way to
generate auper-set of the concept-space ahead of identifying the individual concepts. Hbgorithm uses

a database that is based on the SAPPhIRE-lite majdedusality. The paper also provides details of a
software tool that uses the algorithm to synthesiakition principles for sensors. The paper uses a
modified breadth-first search algorithm for detecting feedback. It presenteduanber of examples of
sensor design principles generated by the toolttaae implementation in existing patents, as wellaa

set of solutions for which no existing patents wienend. The approach can be applied for the syighes
of concepts for systems that involves effect léuattions.

11. Acknowledgments

The authors would gratefully acknowledge the finahsupport from the National Programme on Micro
and Smart Materials and Systems (NPMASS), Goverhofdndia for this work.

20



12. Appendices

Appendix-A. SAPPhIRE Model

We shall summarize the SAPPhIRE (Chakrabarti eR@D5) model of causality in this section. The
acronym SAPPhIRE stands f&ate-change, Action, Parts, Phenomenon, Inputs, oRgans and Effect,
which are the seven constructs of the model. SARPhhtroduces these seven levels of abstraction to
capture causality in physical systems. At the laveel, it has parts which have organs (i.e. prips)
that, along with external disturbances, serve asits1to activate physical effects, thus causingesom
observable phenomenon in the form of an exchangeatérial and energy between the system and its
surroundings, leading to changes to the stateeo§ystem. . The change of state may be interpeetech
action. The change of state many also act as ant impo another SAPPhIRE model. Thus multiple
SAPPhIRE models may be connected in chains to caphe functioning of more complex physical
systems.

Appendix-B. SAPPhIRE-lite Model

In this section we shall summarize the SAPPhIRE-({Barkar et al. 2015a) model of causality.
SAPPhIRE-lite focuses mainly on the input, orgad efiect layers of the SAPPhIRE model. It alterd an
generalizes them to describe complex scenarios bighwvsensors work, including those involving
feedback. It has changed the nomenclature and sifogeme of the entities of the SAPPhIRE model to
support quantification and to capture feedbackisés a variant of Signal Flow Graph cal@dtching
Flow Graph (SFG) (Smedley and Cuk 1994) to quantitatively relajguinquantities to output quantities
under favourable input conditions. SFG is an inputput relation that is controlled by logic; onljhen
the desired logical conditions are met, the outpyiroduced as a function of the inputs. SFG igluee
capture relationships among attributes without g as to how the relationships are achieved or
maintained.

The block diagram of the SAPPhIRE-lite model, a®vah in Fig. 14. It has retained
SAPPhIRE’s levels of abstraction. It captures tia¢esof the system over a span of time. It hasieidyl
depicted the states and presented them as andnpuit system. The state of the system is descblyed
a set of measurable quantities and conditions eignto the underlying level of components. Physica
phenomena are the underlying exchanges of matenedrgy or signal between the system and its
surroundings that take place because of the aictivaf various physical effects. These exchangearim
lead to state-changes. These state-changes amerétézl as actions. Physical effects get activateen
favourable input conditions are met and requirgulig are available. A system’s causal behaviourbean
described using this model as a pictorial graphthéimatical analysis of its state variables is also
possible. The various elements of the model arensnized next using the example in Table 1.

Quantity: Measurable material properties and physicallaiteis are represented as quantities;
e.g. Input and Output quantities in Table 1(linek03.

Conceptual Structure: The underlying components (explained later) arstrabted using
conceptual structures (Chakrabarti 2004; Rihtaesial. 2012). Conceptual structures have quantifias
example can be seen in Table 1 (line 14).

Condition: A set of logical predicates forms a conditionfohmation about the context or the
situation for a relation (explained later) to tgiace is described using conditions. A conditionasned
after a conceptual structure. For example, seabieTl (lines 16-17).

Sate: The quantities and the conditions of the undagycomponents define the state of a
system. It is an abstract entity. Because quaitityme-dependent, the state of a system is afge-ti
dependent. An example of state change can be séable 1 (line 20).

Relation: The input quantities are mapped to the outpuntjiies using a relation. Each output
guantity can be mathematically related to the $atput quantities. This makes it possible for SteGe
used for modelling relations. A relation may have associated condition for it to get activated. For
example, the relation captures Ampere’s law andaates the input quantities to the outputs quantit
using a mathematical relation (i.e., expressedguisatex (2015) notations) as mentioned in Tab{king
11).

Component: Components are physical embodiment of the cooe¢ptructure. Components
may contain other components. For the example bieTa (line 19), a coil captures the functionabfya
solenoid and air as a dielectric material.

Action: The change of state exhibited by the systemté&pneted as an action. In the example in
Table 1 (line 23), one can interpret this statengleaas an action performed by the system to generat
magnetic field. It can be also interpreted as a twaghange the magnetic field in a region.

21



Phenomenon: A phenomenon is an interpretation of the exchasfgmaterial, energy and signal
between a system and its surroundings; e.g. sele Taftine 22). It is a result of physical effethst is
taking place. Since SAPPhIRE-lite is based on s$iflow and does noexplicitly capture the flow of
material or energy, it only indirectly captures pbmena. The exchange of material and energy is
captured in the form of inputs or outputs.

........

Al

Phenomenon

Surroundings Energy/Material/Signal

Fig. 14 Pictorial description of the SAPPhIRE-lite model
Appendix-C. Difference between SAPPhIRE and SAPPhIRE-lite

The difference between SAPPhIRE and SAPPhIREdithbwn inT able 3. SAPPhIRE-lite’s quantity is

of numeric type. In SAPPhIRE model, input is of rarma type and organ can either be of numeric or
boolean type. SAPPhIRE’s numeric entities, i.gouirand organ of numeric type, are mapped as dyanti
in SAPPhIRE-lite model. Boolean type of organ inPFFAIRE is mapped as condition in SAPPhIRE-lite.
A state in SAPPhIRE maps as a state of SAPPhIRESIAPPhIRE's effect is generalized into a relation
in SAPPhIRE-lite. The link between effect with itguts and its organs is replaced with signalsaisec

of SAPPhIRE-lite. Phenomenon is explicitly an exuye of quantity in SAPPhIRE-lite, whereas, it was
implicitly defined as an exchange in SAPPhIRE. Pamt SAPPhIRE used to be the smallest physical
entity; in SAPPhIRE-lite a component is used indte@mmponents can be broken down into other smaller
components. There is an explicit concept of ouipuBAPPhIRE-lite, whereas, output was implicit in
SAPPhIRE. Abstraction of components in the forna @onceptual structure is unique to SAPPhIRE-lite.
SAPPhIRE-lite is focused at formalizing SAPPhIREd®loso as to take into account computational
aspects for it to be used for sensor synthesis.

SAPPhIRE had been used earlier for modelling nehtisimple systems involving single phenomenon.
SAPPhIRE-lite has been developed to model more tmpystems that involve use of multiple
phenomena. In the next section, we shall see hewStPPhIRE-lite model can be used to create a
database of building blocks to be used for synthekssuch systems.

Table 3 Difference between SAPPhIRE and SAPPhIRE-lite

SAPPhIRE SAPPhIRE-lite
Input Numeric Numeric Quantity
Organ Numeric Numeric
Boolean Boolean Condition
State Input Quantity State
Organ Condition
Effect Link Signal Relation
State State
Phenomena Exchange Exchange of Quantit Phenomena|
Parts Recursive Components
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Condition name Conceptual Structu
Output Implicit Explicit Output

@

Appendix-D. Patent-based validation

In this section we will discuss about the procedsgatidating a generated concept such as the ofégin
6 with that of an existing patent e.g. US 4900918 A

The patent US 4900918 A is titleBesonant fiber optic accelerometer with noise reduction
using closed loop feedback to vary path-length.

The abstract says:

A pair of resonant optical cavities are used to measure shifts in length of a beam which deflects
under acceleration. One end of each optical cavity is highly reflective and the other end partially
reflective, thus permitting resonating light to exit the resonators. The light outputs of the two resonators
is combined and the resultantbeat frequency is used to detect deflections of the beam.

So we see a change in length is measured withabpBsonators using beat frequencies. Inside
the body of the patent description we see how fa@age in length happens.

With the application of an acceleration, the beam becomes bent out of shape and the optical
path-lengths become different, and thus there is a different resonant frequency associated with each.

So the change in length is because of accelerafibe. feedback part is described in the
following text.

The resonant accelerometer can also be used in the closed loop feedback mode. In this case, a
phase shifter can be included in one of the waveguides. Instead of using an oscillating signal on the
shifter, a dc signal will be used. The phase shifter can vary the optical path-length of one of the
waveguides, and therefore can be used to equalize the two path-lengths which have been made unequal
by the acceleration input. A unique voltage is required to vary the index in the phase shifter region so
that no beat frequency appears at the output. A feedback loop may be constructed to achieve this
condition, and the voltage to the shifter will be a measure of the acceleration. In the linear region of the
shifter, the output voltage will be directly proportional to the optical path-length difference.

Thus the idea matches to that of the concept tleahawe generated in Fig. 6. This is how we
validated the concepts with that in existing patent

Appendix-E. Analysis of the synthesis algorithm
The complexity analysis of the synthesis algoriierpresented here.

Definition-1: The length of a solution with a feedback is the mmaxn length between the start node and
the node with a feedback.

Theorem-1: The algorithm breadth-first-search-Ifiopler is exhaustive.

Proof: The exhaustiveness of the algorithm is in congueriwith the solutions generated bgepth-first-
search algorithm on the entire graph. The set of &mghortest solutions will have to be same for bbth t
algorithms in order to satisfy the exhaustivenegerion.

Let us use contradiction to prove the theorem.useissume that there is a pptthich is one of the best
k-paths that connects the start node and ends omifeedback loop and i®t in the solution set of the
breadth-first-search-loop-finder algorithm. To make this possible there has todreesedge, sag, and

node saydst(e), in the patlj that is ignored by thbreadth-first-search-loop-finder algorithm. Assuming
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that the graph has no duplicate edges, all edggshenassociated destination node will be pusht in
the queueSo, edgee and its destination nodest(e) is also in the queue; thus contradicting the anhiti
assumption

Theorem-2: The algorithmbreadth-first-search-loop-finder has a worst case time complexity @fn?).
Assumen to be the number of nodes in the graph. Also asstinait the algorithm should find out all the
possible solutions.

Lemma-2.1: Maximum number of push iniqueue is 0(n?).

Proof: The algorithm runs as long as there are somseesnin thequeue (line-25). For each of the
outgoing edges a node gets pushed intodheie (line-47). Since there can b@(n?) edges, the
maximum number of pushes will I5§n?). m

UsingLemma-2.1, it is trivial to see that the over all time comxity is in the order 0D (n?). m

Theorem-3: The algorithm breadth-first-search-Idiopler has space complexity 6{n?).

Proof: According to the.emma-2.1, the number entries that is pushed intogbeue is 0 (n?). Each time
when an entry gets pushed, an array of nodesépatsents the path information from the root ndse a
gets pushed. Since there are n-nodes, the sizpathds0(n). So the memory requirement@$n®).m
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